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Summary 
Clustering of animals at the level of 
pens, rooms, barns, or farms leads to 
statistical nonindependence of individ-
ual pigs. Failure to consider clustering 
when determining sample size will re-
sult in clinical trials that are too small to 
detect meaningful differences between 
intervention groups when clustering is 
controlled in the analysis. Failure to con-
trol clustering in the analysis will lead 
to inappropriately narrow confidence 
intervals and increases the probability 
of a false-positive finding. Thus, failure 
to consider clustering in trial design and 
analysis results in research that could 
misinform decision making on the use 
of interventions.
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Resumen - Una mejora en cerdos: La 
importancia de la agrupación en el dis-
eño, análisis e interpretación de los en-
sayos clínicos

La agrupación de animales a nivel de 
corrales, salas, edificios, o granjas con-
duce a la no-independencia estadística 
de los cerdos individuales. Si no se con-
sidera el agrupamiento al determinar 
el tamaño de la muestra, los ensayos 
clínicos serán demasiado pequeños para 
detectar diferencias significativas entre 
los grupos de intervención cuando se 
controle el agrupamiento en el análisis. 
Si no se controla el agrupamiento en el 
análisis, los intervalos de confianza se 
estrecharán inadecuadamente y se au-
mentará la probabilidad de encontrar 
un falso positivo. Por lo tanto, no con-
siderar el agrupamiento en el diseño y 
análisis de los ensayos da como resul-
tado una investigación que podría desin-
formar en la toma de decisiones sobre el 
uso de las intervenciones.

Résumé - Un sondeur porcin: L’impor-
tance du regroupement dans la concep-
tion, l’analyse et l’interprétation des es-
sais cliniques

Le regroupement des animaux au niveau 
des enclos, des chambres, des granges, ou 
des fermes conduit à la non-indépendance 
statistique des porcs individuels. Le fait 
de ne pas tenir compte du regroupement 
lors de la détermination de la taille de 
l’échantillon entraînera des essais cli-
niques trop petits pour détecter des dif-
férences significatives entre les groupes 
d’intervention lorsque le regroupement 
est contrôlé dans l’analyse. Le fait de 
ne pas contrôler le regroupement dans 
l’analyse conduira à des intervalles de 
confiance étroits de manière inappro-
priée et augmentera la probabilité d’un 
résultat faussement positif. Ainsi, le fait 
de ne pas tenir compte du regroupement 
dans la conception et l’analyse des es-
sais aboutit à des recherches qui pour-
raient fausser la prise de décision sur 
l’utilisation des interventions.

Clinical trials (experimental de-
signs in realistic-use settings) pro-
vide the highest level of evidence 

for the efficacy of interventions.1 Howev-
er, there is evidence from the published 
research that trial design, conduct, and 
analysis is suboptimal in swine trials.2-4 
Previous commentaries in this series 
have discussed accessibility of research 
reports,5 issues relating to selection 
of interventions and outcomes,6,7 and 

reducing risk of bias8 to maximize the 
value of swine trial research. In this 
commentary, we focus on the issue of 
clustering.

Clustering is an important consideration 
in swine research because animals are 
housed in pens, multiple pens may be 
present within a room, and there may 
be multiple rooms within a barn. This 
grouping of animals has implications 

when designing and analyzing a trial. 
First, the researcher needs to determine 
the unit of concern (ie, the unit at which 
allocation to intervention groups will be 
conducted). Second, although there will 
be individual variability in outcomes 
between animals housed together, ani-
mals within a group may be more simi-
lar than animals in different groups. 
This may be related to the location of a 
pen within a barn, to the sharing of air 
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space, feed troughs, and water sources 
among animals when the outcome of in-
terest is infectious, or may relate to dif-
ferences in the social dynamic between 
individual animals in a group. An evalu-
ation of grower-finisher mortalities and 
culling rates found that nearly 70% of the 
rate variation could be explained by the 
barn-to-barn variation.9 This similarity 
of pigs within groups results in subpopu-
lations, or clusters of pigs, whose per-
formance, health, and other outcomes 
are not truly independent of each other, 
which leads to statistical nonindepen-
dence of pigs within those groups. This 
nonindependence violates assumptions 
used in sample size calculations and sta-
tistical analyses.10,11 However, the poten-
tial for clustering often is overlooked in 
swine trials; clustering was not account-
ed for in any of the 135 trials included 
in a meta-analysis on the efficacy of 
bacterial respiratory vaccines in swine.3 
This is important because control of 
clustering leads to smaller standard er-
rors which would impact the confidence 
in the effect size and the weight given to 
an estimate in meta-analysis. Further, 
the smaller P value would increase the 
type 1 error risk (increase false-positive 
results) if null hypothesis testing is used 
for inference (ie, whether the interven-
tion is beneficial, harmful, or not sig-
nificantly associated with the outcome). 
In an evaluation of 67 epidemiological 
studies in animal populations, it was es-
timated that the inference based on null 
hypothesis testing would have changed 
in 46% of the articles if the authors had 
adjusted for clustering.12 

The objective of this commentary is to 
describe issues related to clustering in 
swine trials using illustrative examples. 
The technical sections of this commen-
tary (sample size calculations and statisti-
cal analyses) are structured such that the 
first paragraph describes the important 
take-home messages for individuals who 
read, interpret, and use the results of trials 
conducted in clustered populations. The 
remainder of each section provides more 
technical details for individuals who con-
duct trials in clustered populations. 

Setting the stage - how 
was the intervention 
given and the outcome 
measured?
When designing a trial, the researcher 
needs to consider both the unit of con-
cern and the unit of observation, which 
may not be the same. The unit of con-
cern (also referred to as the unit of 

allocation, the unit of randomization, 
or the experimental unit) refers to the 
organizational level (eg, animal, pen, 
or room) at which an intervention is ap-
plied.13 The appropriate unit of concern 
will depend on the research question, 
how the intervention is intended to be 
used in a realistic-use setting, and the 
nature of the outcome. For instance, 
if the intervention is a treatment that 
would be applied to an individual sick 
pig, then the individual animal would be 
an appropriate unit of concern (experi-
mental unit). However, if the interven-
tion normally would be provided to a 
pen, then pen would be the appropriate 
unit of concern. Examples of interven-
tions applied at a pen-level might include 
antibiotics administered in the feed or 
water, diet or dietary formulations, or 
provision of objects to enrich the envi-
ronment. If the outcome is infectious by 
the airborne route, then the appropriate 
unit of concern may be the room or barn 
rather than the pen.

The unit of observation is the organi-
zational level at which the outcome is 
measured, and may correspond to a 
body part (eg, a limb if the outcome on 
one limb within a pig is compared to the 
outcome on another limb of the same 
pig), an animal, a litter, a pen, a room, 
or a barn. The unit of observation will 
depend on the outcome and may vary 
by outcome within a trial. For example, 
in a trial to assess the efficacy of batch 
medications for intestinal infections in 
nursery pigs, the unit of concern was the 
pen. The unit of observation varied be-
tween 2 included outcomes; the outcome 

of weight gain was measured at the in-
dividual pig level and the outcome of 
pathogenic bacterial load as determined 
from pooled fecal floor samples was 
measured at the pen level.14

Why does it matter? 
Knowing when clustering 
is an issue
When evaluating the efficacy of inter-
ventions, clustering of animals associ-
ated with a pen (or other organizational 
level which defines the cluster such as a 
room or barn) can be of concern when it 
results in nonindependence of animals. 
To illustrate the concept further, consid-
er the following simple hypothetical (but 
realistic) trial designs:  

Design variation I - no clustering
Figure 1 represents a scenario such as 
a treatment trial, where only some pigs 
in the pen are eligible for the study (in 
the figure, gray pigs are not eligible, 
whereas black and white pigs represent 
2 intervention groups). As an example, 
consider a trial to compare the efficacy 
of 2 antibiotics (represented by the white 
pigs and black pigs) for the treatment of 
respiratory disease in individual pigs. In 
this scenario, when a pig develops respi-
ratory disease and requires treatment, 
the pig is randomly assigned to receive 
1 of 2 interventions. Importantly this 
is a single pen design. Therefore, there 
may be pigs within the pen who do not 
develop respiratory disease (represented 
by the gray pig) and therefore are not 

Figure 1: Single pen design with intervention groups mixed within the pen. 
Grey pigs are those not eligible for inclusion. Black pigs represent one 
intervention group and white pigs represent another intervention group.
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Figure 2: Multiple pen design with intervention groups mixed within the pen. Grey pigs are those not eligible for inclusion. 
Black pigs represent one intervention group and white pigs represent another intervention group.

 

treated, or pigs within the pen treated 
with either of the 2 antibiotics. The pigs 
in this pen might be more similar to 
each other than to pigs in other pens in 
the same barn. However, because there 
is only 1 pen included in the trial, and 
both interventions are given within that 
same pen, the pigs would be considered 
statistically independent, and cluster-
ing is not a concern. In this scenario, 
given the single pen design, a simple chi-
square test can be conducted to evaluate 
whether the intervention group was as-
sociated with clinical cure (binary out-
come, yes/no, cured/not cured) or a t test 
could be used to evaluate whether the 
intervention group was associated with 
daily gain (continuous outcome). 

Design variation II - clustering
Now consider a variation to the trial 
design as depicted in Figure 2. In this 
scenario, individual pigs are still ran-
domly allocated to intervention group 
within pen, but there are multiple pens. 
If the number of animals allocated to 
receive an intervention within a pen was 
not large, then the number within each 
intervention group may vary between 
pens. Using the same example of com-
paring 2 antibiotics for treating respira-
tory disease in individual pigs, imagine 
that there were multiple pens of pigs 
eligible for inclusion in the trial. There 

may be pens with no sick pigs, pens with 
all sick pigs only treated with one antibi-
otic, pens with all sick pigs treated with 
the other antibiotic, and pens where 
some sick pigs were treated with the first 
antibiotic and some were treated with 
the second antibiotic. In this case, the 
treatment may be associated with pen-
level effects, such as pen area within the 
barn, level of disease exposure within a 
pen, difference in ventilation or access 
to feed or water resources, or differ-
ences in many other factors which lead 
to clustering. Even a small amount of 
clustering can have a substantial impact 
on the standard errors (and therefore 
confidence intervals and P values) of an 
intervention effect.13 Therefore, more 
advanced statistical analyses which in-
clude control for the effect of clustering 
factors, such as pen, would be needed.

Figure 3 illustrates a scenario where not 
all pigs within a pen are eligible for in-
clusion in a trial (for example, only clini-
cally ill pigs receive an intervention), 
but where individual pigs within a group 
receive the same intervention (ie, ran-
dom allocation to intervention groups at 
the pen level). While this might not be 
a common scenario when a pen defines 
the group, it might occur when the group 
represents a room or a barn. If there was 
only 1 group per intervention (as shown 
in the figure), then “intervention” would 

be completely confounded by “group”, 
and no meaningful analyses could be 
undertaken without the assumption that 
the groups are exactly the same. This 
situation is referred to as pseudorepli-
cation. An example of this might be a 
trial comparing 2 antibiotics given to 
individual pigs with respiratory disease 
where there were 2 rooms within a barn 
included in the trial and all treatment 
pigs within a room were given the same 
antibiotic. If, however, there were more 
than 2 rooms included in the trial (and 
therefore more than 1 room receiving 
each of the antibiotic treatments), then 
clustering at the room level would need 
to be considered during sample size cal-
culations and analysis.

Design variation III - cluster-
randomized trial
Figure 4 illustrates a scenario where in-
terventions are allocated at the group 
level with all pigs within a group receiv-
ing the same intervention. This design is 
referred to as a cluster-randomized trial 
and likely is the most common design 
for swine trials because many interven-
tions are given to all animals within a 
group (eg, at the pen level), at least under 
commercial conditions. In this scenario, 
the group might represent a pen, room, 
barn, or a site. Common examples of 
this scenario would be vaccine trials, 
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Figure 3: Multiple pen design with intervention groups allocated at the pen level, where some pigs with a pen are not 
eligible for inclusion in the trial. Grey pigs are those not eligible. Black pigs represent one intervention group and white 
pigs represent another intervention group.

 

Figure 4: Multiple pen design with intervention groups allocated at the pen level, where all pigs with a pen are included in 
the trial. Black pigs represent one intervention group and white pigs represent another intervention group.
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feed trials, or trials where an interven-
tion is administered in the feed or water. 
Consider, therefore, an example of a 
trial comparing animal health (eg, inci-
dence of respiratory disease) between 2 
vaccines. In this example, assume that 
all animals within a pen receive the 
same vaccine. Therefore, each pen is 
randomly assigned to vaccine 1 or vac-
cine 2. The outcome related to respira-
tory disease could be measured at either 
the individual level (presence/absence 
of respiratory disease during the trial 
period for each pig) or at the room level 
(percentage of pigs within each room 
who experienced respiratory disease 
during the trial period). If the outcome 
was measured at the animal level, then 
nonindependence would be present and 
clustering due to room would need to 
be considered in the analysis. If the out-
come was measured at the room level as 
the percentage of pigs with respiratory 
disease, then there is no need to control 
for clustering due to room. However, the 
sample size would be determined by the 
number of rooms rather than the num-
ber of animals in the trial, and therefore 
a larger number of rooms would need to 
be enrolled in the trial. 

These figures and examples illustrate 
clustering based on 1 organizational 
level (eg, at the pen level). However, it is 
common for swine data to be clustered at 
several levels. For instance, pigs within 
pens, pens within barns, and barns 
within sites. It also should be noted that 
clustering is not always related to hous-
ing. When outcomes are measured on 
the same animal at multiple time points 
(ie, repeated measures design), there is 
nonindependence over time as each pig’s 
measurement over time is not indepen-
dent of its previous measurement. In 
this commentary, we focus on clustering 
due to grouping of animals, but the same 
concepts apply to repeated outcome 
measures over time.

Take a deep breath and 
sample size on - sample 
size considerations for 
randomized controlled 
trials
The presence of nonindependence needs 
to be considered when calculating a 
sample size for a randomized controlled 
trial, or the number of animals, pens, 
or barns included in a trial may not be 
sufficient to determine whether an in-
tervention is effective. When a trial is 
designed, the difference (delta) between 

the groups that the researcher wishes 
to detect with a specified power (1-beta) 
is prespecified. Further, an acceptable 
level of type 1 error (alpha or false posi-
tives) is specified. Consider a scenario 
where the intervention is allocated to 
pens, the outcome is measured in indi-
vidual pigs, and the statistical analysis 
is conducted appropriately to account 
for clustering. If the sample size was cal-
culated for individual animals without 
considering the effect of pen, then the 
sample size will be too small (have less 
power) to find differences between inter-
vention groups. Alternatively, if the sta-
tistical analysis does not appropriately 
control for the nonindependence caused 
by clustering, then the probability of a 
type I error (false positive) is increased, 
meaning that the trial results may sug-
gest that the treatment is effective when 
it is not. For readers who need to calcu-
late sample sizes for trials where cluster-
ing may be present, the following sec-
tions provide more technical details.

The reason that clustering needs to be 
considered when calculating sample 
size is because when pigs are aggregated 
into a group, such as a pen, there are 
2 sources of variation in the outcome 
of interest, variation from the effect of 
the pig and variation from the effect of 
the pen. For this reason, the “effective 
sample size” for statistical analyses is 
less than the actual number of pigs.10 
The independent population sample size 
will also differ based on whether the 
trial is intended to evaluate superiority, 
equivalence, or noninferiority of inter-
ventions.10,15 When nonindependence 
is not of concern, online sample size 
calculators are available for superior-
ity trials (for example, see http://www.
openepi.com/SampleSize/SSCohort.
htm). When nonindependence due to 
clustering is present, sample size calcu-
lations are more complex. A complete 
discussion of sample size calculations 
for clustered populations is beyond the 
scope of this commentary. However, 
sample size calculations for clustered 
data require specification of the cluster 
variation in addition to all the param-
eters used in the independent population 
sample size calculation (power, type I 
error rate, the expected proportion with 
the event in both groups [with the differ-
ence between groups corresponding to 
the difference the investigator wishes to 
detect as significant] or, for continuous 
outcomes, the expected mean in both 
groups or the expected mean difference, 
and the standard deviation of the mean 
or mean difference).10 

One approach to calculating sample 
sizes for cluster-randomized trials is to 
calculate a sample size based on inde-
pendent units of concern and multiply 
that number by a “design effect.”16 The 
design effect is a function of the number 
of animals per cluster and the intraclass 
correlation coefficient (ICC), which is a 
measure of the similarity of individuals 
within a cluster.10,16,17 The design effect 
can be calculated as 1+(n-1)*p, where n is 
the number of animals per pen (or other 
unit of allocation such as room or barn) 
and p is the ICC. An ICC of zero would 
indicate independence of individuals 
within the cluster, whereas an ICC of 1 (or 
100%) would mean that measurements for 
all individuals in the cluster would give 
the same result. 

Although conceptually simple, sample 
size calculations adjusted for clustering 
using the design effect assume the ICC 
for an outcome is known, which often 
is not the case. Some ICC estimates for 
swine populations are available. Weber 
et al14 estimated ICC values of 12.3%, 
4.2%, and 22.6% for average daily gain 
(ADG) from 14 to 35 days post weaning 
at the herd, batch, and pen level, respec-
tively. Intraclass correlation coefficients 
for seroconversion between batches 
within a farm was estimated at 10% for 
Actinobacillus pleuropneumoniae and 50% 
for Mycoplasma hyopneumoniae.18 Intra-
class correlation coefficients have been 
calculated for a number of other infec-
tious diseases in livestock from observa-
tional studies published in the literature; 
these values range from 0.17% for lamb 
mortality to 46% for Brucella serotitres in 
cattle12 and from 4% for Anaplasmosis in 
cattle to 42% for bovine viral diarrhea.19 
In the absence of swine-specific esti-
mates of ICC, a comparison to diseases 
with similar infectivity might be helpful. 
However, sample size calculations for 
clustered populations can be complex 
and therefore individuals planning a 
trial where clustering may be an issue 
should include an epidemiologist or stat-
istician with expertise in sample size 
calculations for clustered data on the re-
search team.

To illustrate the differences between 
sample size calculations, the following 
example calculates a sample size for 
a superiority trial with no adjustment 
for clustering, a superiority trial with a 
low estimated ICC of 4%, and a superi-
ority trial with a high estimated ICC of 
50%. For this example, we assume that 
pigs are housed in pens of 25 animals 
each and we set the power at 80% and 
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type I error rate at 5%. We use a binary 
outcome and assume that the outcome 
incidence is 30% in the baseline group 
and that a 10% increase in the propor-
tion with the outcome would justify the 
use of the intervention of interest. Under 
these scenarios, the required sample 
size per intervention group would be 
353 pigs/group with no adjustment for 
clustering (which would correspond to 
approximately 14 pens/group), 692 pigs/
group (28 pens/group) with a 4% ICC, 
and 4589 pigs/group (183 pens/group) 
with a 50% ICC. If the intervention was 
allocated at the pen level, and there was 
a single outcome measure per pen (ie, the 
outcome was measured as the percentage 
of pigs experiencing the outcome), then 
the sample size calculation would need to 
be at the pen level. Expanding on the pre-
vious example, if the mean anticipated 
percentage positive in the baseline group 
was 30%, and an increase in the mean 
percentage positive of 10% would justify 
the use of the intervention, an estimate 
of the expected variability in these per-
centages also would be needed. However, 
the required sample size would be larger 
than the 14 pens/group that was calculat-
ed for the previous scenario. The design 
effect is not only impacted by the ICC, but 
also by the number of pigs within each 
pen (or other grouping variable). To illus-
trate using the same example, but assum-
ing that the unit of allocation is a room 
of 250 pigs (rather than a pen of 25 pigs), 
the required sample size with a 4% ICC 
would be 3869 pigs/group (corresponding 
to approximately 15 rooms/intervention 
group).

The final frontier - 
clustering and statistical 
analysis
When analyzing data where clustering is 
present, it is important to control for the 
resulting statistical nonindependence in 
the analysis. When the outcome is mea-
sured at the individual level, and indi-
vidual animals are grouped within pens, 
failure to account for clustering leads to 
spuriously small P values and over-narrow 
confidence intervals. This increases the 
chance of a false-positive finding (ie, find-
ing that the intervention is effective when 
it is not).20,21 Therefore, when reading a 
trial report, individuals should consider 
whether clustering is likely to be present 
and, if so, look to see whether the authors 
described controlling for clustering (eg, 
by controlling for the pen effect). If not, 
the resulting P values and confidence 

in the effect estimate should be viewed 
with skepticism. The remainder of this 
section deals with the more technical 
aspects of controlling for clustering in 
statistical analysis and may be more rel-
evant to individuals conducting trials in 
clustered populations. A complete dis-
cussion of analytical solutions is beyond 
the scope of this commentary. However, 
relevant references are provided for the 
interested reader. Researchers may wish 
to consult these resources for additional 
information or may wish to include 
an epidemiologist or statistician with 
expertise in trial design and statisti-
cal analysis of clustered data on the re-
search team.

One approach to controlling for cluster-
ing is to conduct the analysis at the level 
of the unit of allocation.21 This might 
involve an outcome measured directly at 
the level of allocation or could involve ag-
gregating individual animal data to the 
cluster unit level. An example might be 
ADG as an outcome. If the researcher al-
located pens to 1 of 2 intervention groups, 
with all animals within a pen receiving 
the same intervention, then the effect of 
clustering by pen would need to be con-
sidered. The researchers could control for 
that clustering by conducting the analysis 
at the pen level, ie, having 1 observation 
corresponding to the mean ADG for each 
pen. However, if the analysis is conduct-
ed at the level of the unit of allocation, it 
means that the sample size corresponds 
to the number of pens, entailing a dra-
matic reduction in sample size and there-
fore, a reduction in statistical power.21

A conceptually simple method to control 
for clustering in the analysis of trial data 
is to adjust the test statistic based on the 
design effect. Test statistics based on 
chi-square (eg, comparing proportions) 
would be divided by the design effect 
and test statistics based on the t test (eg, 
comparing means) would be divided by 
the square root of the design effect.20 
However, this approach is an approxi-
mation and is only relevant for cluster-
randomized trials. Additionally, this 
approach assumes that the ICC is known 
or can be calculated with the available 
data, that the ICC is constant across the 
pens, and that the number of animals 
per pen is the same.13 Therefore, it is not 
the best of the available approaches.

Another simple approach is to include 
pen (or other grouping variable) as a 
fixed effect in a regression model when 
estimating treatment effects.22 While 
this approach is possible, it means that 

each pen included in the analysis will 
correspond to a degree of freedom in the 
statistical calculations, reducing statisti-
cal power compared to the methods de-
scribed below. More importantly, the in-
ference from an analysis which includes 
fixed effects for the grouping variable 
(eg, pen) also differs; inferences on the 
intervention effects are specific to each 
pen rather than to a more general popu-
lation of pens of pigs.13 Researchers con-
ducting trials would not be interested in 
inferences for a specific pen. Therefore, 
using a fixed effects approach for pen is 
a problematic approach to controlling 
for clustering.

Finally, mixed model regression tech-
niques and generalized estimating equa-
tions can be used to control for cluster-
ing. These methods offer advantages 
in terms of fewer assumptions and an 
ability to deal with different numbers of 
animals within groups. It also is possible 
to control multiple organizational lev-
els, such as pen, barn, and site, within 
the same analysis. These approaches 
are routine and readily conducted in 
software such as R, SAS, or Stata. More 
detailed descriptions of these methods 
for continuous and binary outcomes are 
available elsewhere.13,23,24 If a research-
er is not familiar with these approaches 
or software, they should consider includ-
ing an epidemiologist or statistician on 
the research team to assist with the anal-
ysis, as well as with calculation of an ap-
propriate sample size. 

To illustrate the potential magnitude of 
this issue, a simple example is provided. 
Consider a hypothetical trial involving 
40 litters of 10 piglets each, randomly 
assigned to 1 of 2 interventions related 
to a creep feed supplement. The inter-
vention would be allocated at the litter 
level, with 20 litters receiving the creep 
feed supplement and 20 litters receiving 
no treatment. The outcome is ADG at 21 
days of age. Hypothetical results for this 
example are calculated using 1) no ad-
justment for clustering within litter with 
ADG calculated at the individual piglet 
level, 2) measurement of ADG at the lit-
ter level (ie, mean ADG for all 10 piglets 
within a litter), 3) analysis at the individ-
ual piglet level with a post hoc adjustment 
for clustering assuming a 4% ICC and a 
1.36 design effect, and 4) analysis at the 
individual piglet level with a post hoc ad-
justment for clustering assuming a 50% 
ICC and a 5.5 design effect. Results are 
shown in Table 1. When clustering was 
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Table 1: Hypothetical example of a trial with intervention allocation at the litter level and a continuous outcome of 
average daily gain (ADG), with and without adjustment for clustering within litter

Scenario Intervention ADG at 21 days, g SEM P value

No control of clustering
Creep supplement 230 7

.01
Placebo 205 7

Outcome measured at group level
Creep supplement 230 16.1

.298
Placebo 205 17.4

Post hoc control of clustering (ICC = 4%)
Creep supplement 230 7

.03
Placebo 205 7

Post hoc control of clustering (ICC = 50%)
Creep supplement 230 7

.28
Placebo 205 7

not controlled, the intervention effect 
size was associated with a P = .012. In 
comparison to all other scenarios, that  
P value was inappropriately small.

This commentary illustrates issues re-
lated to clustering in clinical trials in 
swine. If clustering is not accounted 
for when determining the sample size 
and when conducting the analysis, then 
there is an increased probability of a 
type I error (false-positive finding). If 
clustering is not accounted for when 
determining the sample size, but is ad-
justed for during the analysis, statisti-
cal power will be less than the desired 
level, increasing the probability of a type 
II error. Therefore, failure to consider 
clustering in the design and analysis 
of a clinical trial can lead to an inaccu-
rate evidence base for decision-making 
about interventions. Thus, failure to ad-
equately address clustering contributes 
to research wastage and needs to be im-
proved to maximize the research invest-
ment in swine trials.

Implications
•  Clustering is common in swine 

trials due to housing pigs in pens, 
rooms, barns, and sites.

•  Consider clustering in sample size 
calculations to avoid under sampling.

•  Failure to control clustering in the 
analysis increases the probability of 
a type I error.
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